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Intro
 It has become clear that track based trigger capability will be crucial to the 

ultimate physics reach at LHC in the future, as luminosity increases. 
 The current technology using fiber data transfer, FPGAs, custom chips and 

modern PCs cannot be scaled in a simple manner to accommodate all the 
tracking trigger demands. 

 Significant improvements, or breakthroughs, will be needed. In other 
words, aggressive R&D efforts will be required. 

Ultimate physics at LHC in the future:

Go to Higher Energy:   needs aggressive R&D in Magnet 
Go to Higher Luminosity:  needs aggressive Tracking Trigger R&D
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Hans Bethe’s advice to a student who could 
not find a girlfriend for a long time:

“young man, if the cross section is so 
low, increase the luminosity!”

good advice for students who were 
interested in charm and beauty (the B 
Factory era… )

The need for Higher LHC Luminosity 

100 fb-1 per year  ~ 10-5 fb-1s-1 =  1034cm-2s-1 
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Detector Luminosity Effects
 H→ZZ → μμee, MH= 300 GeV for different luminosities in CMS

1032 cm-2s-1 1033 cm-2s-1

1034 cm-2s-1 1035 cm-2s-1

For hadron collider: increasing luminosity could get one into deep trouble …
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Nch(|y|≤0.5)

Expected Pile-up at High Lumi LHC
in ATLAS at 1035
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The effect of pile-up on silicon detector occupancy
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ATLAS and CMS 
only have calorimeter and muon

trigger at Level 1

Complexity 
handled in 
software on 

CPUs

at high level 
trigger

The approach works well at low luminosity only …
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It is crucial to have tracking at early trigger stages 
 enormous challenges !

Atlas FTK is the first step in this direction at LHC, and uses all 
silicon tracker info at L2. (UC/FNAL/ANL collaboration on FTK, 
with others).
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Tracking Trigger Issues 
at hadron colliders

(L1 & L2/HLT)

CDF SVXII

Data 
formatting
Data 
formatting

Pattern 
Recognition
Pattern 
Recognition

Track
Fitting
Track
Fitting

Data transfer

Associative Memory
Others …

•Three selected R&D topics at FNAL

(1)  Data Formatter using ATCA technology
(2)  3D AM R&D: VIPRAM 

= “Vertically Integrated Pattern Recognition Associative Memory”
(3)  GPU study for low latency tracking trigger applications

HLT

Detector design 
for triggering
Detector design 
for triggering

Beam spot

FPGA vs CPU vs GPU
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A sense of scale: 
Atlas Silicon Tracker vs CDF SVX II

Total # of readout channels:
PIXELS: 80 millions
SCT: 6 millions

Channels used for SVT:
~ 0.2 millions

CDF SVX II

Other relevant aspects:
Collision energy/rate
Pileups/occupancy
Symmetrical design or not
Materials 
Cabling map
…

AM Patterns needed: > 1 Billion             patterns 1st used: ~400K
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Question: Can we put the entire SVT system into one chip? This is what it 
takes to handle high luminosity LHC tracking trigger pattern recognition
~400K patterns per chip   few x 1000 chips  Billion patterns …

CDF original SVT system had ~400K patterns total …
128 patterns per AMchip  -- commissioned around ~2001.
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Data Formatting Challenges
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Data Formatter ATCA board (Pulsar-IIa) design at Fermilab with 
full-mesh backplane for data sharing (one FPGA per trigger tower, 64 trigger towers total) 

16 DF boards16 DF boards
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Challenging Implementation  

Pulsar-IIa

I/O bandwidth
approaching:

~ 1 Tbps  
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Extensive bandwidth requirements 
study done using real beam data 
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Tracking Trigger Issues 
at hadron colliders

CDF SVXII

Data 
formatting
Data 
formatting

Pattern 
Recognition
Pattern 
Recognition

Track
Fitting
Track
Fitting

Data transfer

Associative Memory approach 
Others …

•New ideas/approaches in four areas
•Three of them fully developed

(1) Data Formatter using ATCA technology
(2) 3D AM R&D: VIPRAM 
= “Vertically Integrated Pattern Recognition Associative 

Memory”
(3) GPU study for low latency trigger applications

HLT

Detector design 
for triggering
Detector design 
for triggering

Beam spot

FPGA vs CPU vs GPU

Pulsar-IIa ATCA design
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The Event
The Pattern Bank

CDF Silicon Vertex Trigger (SVT) for RunII
Pattern Matching using Associative memory

(M.Dell’ Orso and L. Ristori: initial idea in 1985)

Finds low resolution track 
candidates first (roads)

Then perform track fitting
downstream 
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Roads
1. Find low resolution 

track candidates 
called “roads”. 

2. Then fit tracks 
inside roads.

Super Bin  (SB)

Tracking in 2 steps
 Pattern recognition and track fitting done separately and pipelined

A very successful approach at CDF for RunII, based on
Associative Memory, which in turn, based on CAM
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Original CDF SVT system

Hit Finder

AM Sequencer AM Board

Track Fitter

Detector 
Data

Hits

Super
Strip

Matching

Patterns
Roads

Roads + 
Corresponding 

Hits

L2 CPU
Tracks + 

Corresponding Hits

Hit Buffer

x12 wedges
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Content Addressable Memory (CAM)

 CAM:  inverse of RAM 
Ø user supplies a data word and it searches its entire memory 

in a single operation to see if that data word is stored 
anywhere in it

•One pattern at a time
•There is no memory of previous matches

Pattern 1Pattern 1
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Pattern 3Pattern 3
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ch
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How PRAM works
 Pattern Recognition Associative Memory (PRAM)

Ø Pattern recognition finishes as soon as all hits arrive
Ø Potential candidate for L1 application

Layer 1
Address 4 M

at
chLayer 1

Address 4 M
at

ch
M

at
ch

Layer 3
Address 7

M
at

ch

M
at

chLayer 3
Address 7

M
at

ch

M
at

ch

M
at

ch

M
at

chLayer 3
Address 9

M
at

ch

M
at

ch

M
at

ch

M
at

chLayer 3
Address 9

M
at

ch

M
at

ch

M
at

ch

M
at

ch
M

at
ch

M
at

ch

M
at

ch

M
at

ch

Layer 2
Address 1

M
at

ch

M
at

ch

M
at

ch

M
at

ch

Layer 2
Address 1 M

at
ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

Layer 4
Address 4

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

Layer 4
Address 4

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

Layer 2
Address 4

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

Layer 2
Address 4 M

at
ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

M
at

ch

Road!



22

Anatomy of a PRAM
(Pattern Recognition Associative Memory)

CAM Cells 
(only few bits shown)

Address Match Memory

Majority Logic 

Trace Length -> Capacitance -> Power Consumption or Reduced Speed
More detector layers, or more bits involved, design more spread out in 2D

 less pattern density, higher power consumption …
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Comments on Associative Memory
 Based on CAM cells to match and majority logic to associate hits in 

different detector layers to a set of pre-determined hit patterns 

 Critical figures of merit for an AM based system: 
(higher) pattern density & speed and (lower) power density 
ØHowever, at chip level, more detector layers means more 
CAM cells are needed for a given pattern, the layout are more 
spread out in two dimensions (for a given technology node) 
resulting in decreasing pattern density and increasing driving 
load capacitance or power consumption, which in turn 
reduces the maximal speed of operation
ØPerformance limited by Moore’s Law

 This is the main limitation of an otherwise very powerful and proven 
approach for its future applications within and beyond HEP.
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The Challenge of future AM design

Increase the patterns density by 2 orders of magnitude;
and 

increase the speed by a factor of >~ 3, 
while 

keeping the power consumption more or less the same

Much higher Patten Density & higher Speed
Yet much less Power Density

almost too good to be true

New idea: could go to “extra dimension” to achieve this
 generic R&D effort at Fermilab
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From 2D to 3D

Each tier 
~ only 10 um thick

VIPRAM (Vertically Integrated Pattern Recognition Associative Memory)
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VIPRAM
(Vertically Integrated Pattern Recognition Associative Memory)

Pattern recognition for tracking
is naturally a task in 3D

track

road
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Side view Top view

VIPRAM concept 
* Even with 130 nm, could reach ~200K patterns/cm^2 



28 Fig. 4 - A 3D PRAM

VIPRAM is almost an ideal case for the application 
of 3D vertical integration technology

 A VIPRAM cell can process n layers of a road pattern in about the size of 
just one CAM cell (pattern density increased by ~ n)

 Directly shortens the longest of the driving lines in the pattern recognition 
cell (address match lines).
As these lines repeat throughout the chip,
expect a significant impact on performance
(reduced power density or higher speed)

 Makes the layout of the CAM cells, Majority
Logic cells, as well as the input/output busses
simpler, more uniform/efficient. The new 3D
structure allows much more freedom in layout. 

 VIPRAM architecture is inherently open and 
flexible, making possible the design of 
more general purpose fast pattern recognition 
devices far beyond the original AM used for HEP
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road

VIPRAM 

• Fermilab US Patent paper work (ROI) 
• DOE CDRD award (over 3 years)
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Design Work involved

CAM cell design

Majority Logic cell design

Control/interface/readout design

Initial R&D goal:

Proof-of-principle demonstration
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Initial Goal of R&D

AMAM FPGAFPGA

RAMsRAMs

AMAMAMAMVIPRA
M
VIPRA
M

 proof-of-principle demonstration 
 density: ~ 200K patterns/cm**2
 130 nm technology node
 CDRD funding over 3 years
 FNAL/ANL/UC

roads

hits

Tester board
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Integrate AM and TF/FPGA stages 
into one chip

 Bandwidth between AM stage and Track Fitting stage could be another 
challenge
Ø needs to transfer large number of fired roads and associated full 

resolution hits into the TF stage
Ø The larger the AM pattern size per chip, the more demand
Ø Highly desirable if the two stages can be integrated
Ø High speed serial I/O on FPGA can be used for input data IO
Ø Board & system level design could be much simplified

 3D Technology could help here (in the future)
Ø Example: silicon interposer approach for Xilinx Virtex-7 FPGA
Ø Would make the chip much more flexible (within & outside HEP)



33



34

2 
m

et
er

s 0,1

2,3
4,5

6,7 8,9

10,11fan-out fan-in

SVT in one chip: 2nd phase of VIPRAM project
 general purpose chip

AMAM FPGAFPGA

RAMsRAMs

AMAMAMAMAMAM

Original SVT system had ~400K patterns total
Aim to reach ~500K per cm**2 for VIPRAM chip …
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Tracking Trigger Issues 
at hadron colliders

CDF SVXII

Data 
formatting
Data 
formatting

Pattern 
Recognition
Pattern 
Recognition

Track
Fitting
Track
Fitting

Data transfer

3D Associative Memory 
Others …

•New ideas/approaches in four areas
•Three of them fully developed

(1) Data Formatter using ATCA technology
(2) 3D AM R&D: VIPRAM 
= “Vertically Integrated Pattern Recognition Associative Memory”
(3) GPU study for low latency trigger applications

As luminosity/occupancy increase, track fitting task becomes challenging 

HLT

Detector design 
for triggering
Detector design 
for triggering

Beam spot

FPGA vs CPU vs GPU

Pulsar-IIa
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GPUs (Graphic Processing Units) have evolved into highly 
parallel, multi-threaded, multicore processors with 
remarkable computational power and high memory 
bandwidth. The GPUs also come with software 
environment that allows developers to use C/C++ as a 
high-level programming language, making it highly 
accessible to the general user. The combination of highly 
parallel architecture, high memory bandwidth as well as 
the user-friendly software environment makes GPUs a 
potentially promising technology for effective real-time 
processing for future high energy physics experiments.
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GPU vs CPU evolution

GPU

CPU
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GPU performance 
study  
fast track fitting 

Advanced GPU lab
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Initial results promising even with an old low-end gaming GPU from Best-Buy
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Tracking Trigger Issues
CDF SVXII

Data 
formatting
Data 
formatting

Pattern 
Recognition
Pattern 
Recognition

Track
Fitting
Track
Fitting

Data transfer

3D VIPRAM /
SVT in one chip

HLT

Detector design 
for triggering
Detector design 
for triggering

GPU

Beam spot

Pulsar II-a

Combining the three developments,
one could have a very powerful, general purpose
modern trigger/pattern recognition/DAQ system …
far beyond the HEP tracking trigger applications…
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General Purpose 
Trigger/DAQ System

with MASSIVE parallel 
processing & pattern 

recognition
power 
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A bank of 
VIPRAM or
SVT in a chip

Fiber inputs

Patterns  ~ Billion / crate/shelf

GPU farm
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Summary
CDF SVXII

Data 
formatting
Data 
formatting

Pattern 
Recognition
Pattern 
Recognition

Track
Fitting
Track
Fitting

Data transfer

3D VIPRAM /
SVT in one chip

HLT

Detector design 
for triggering
Detector design 
for triggering

GPU

Beam spot

Pulsar II-a general purpose ATCA

Ultimate physics at LHC in the future:

Go to Higher Energy:   needs aggressive R&D in Magnet 
Go to Higher Luminosity:  needs aggressive Tracking Trigger R&D
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Backup 
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Figure  5 - A two -tier, Single Mask Set 3D MPW process

Figure 6 - The conclusion of a typical 3D MPW process OR an alternate process 
available to the VIPRAM.
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3D Technology in 30 seconds 
 3D technology: the integration of thinned and bonded silicon integrated 

circuits with vertical interconnects between IC layers
Ø Vertical interconnects: Through-Silicon-Vias (TSVs)
Ø Applications: memories, pixel arrays, microprocessors & FPGAs 

 Performance can be improved by reducing interconnect R/L/C for higher 
speed and density…

 Freedom to divide functionality among tiers to create new designs that are 
simply not possible in 2D
Ø Useful when a task can be partitioned into multiple sections that are 

physically and logically separable, and the interconnects among them 
are straightforward

Moore’s law is approaching severe limitations
3D could be the next scaling engine
Not just as merely an extension of Moore’s law, 
also provides novel design opportunities
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Examples of commercial 
applications of 3D Technology 

 Increase density dramatically
Ø Example: 3D DRAM stacking (control/interface tier + memory cell tiers)
Ø Footprint or size reduction has been the main driving factor
Ø Available commercially in embedded, wireless, and memory devices

 Increase memory access bandwidth dramatically
Ø 3D integration of memory layers onto processor chip
Ø Eliminate the slower and higher-power off-chip buses (tens of ~ mm) by 

replacing them with high-bandwidth and low-latency short vertical 
interconnections (~ tens of um)

Ø Potential to remove some “fundamental bottlenecks” in computing

Both examples are relevant to AM R&D in 3D (see later)
Routing in 3D can be efficient, esp. if functional elements are arranged such that 

the interconnects among tiers are mostly vertical
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How Real is 3D?

4 die 65nm interposer

560
μ

16Gb NAND flash (2Gx8 chips), 
Wide Bus DRAM

Xilinx

Samsung

Micron

RF Silicon Circuit Board / TSV 
Logic & Analog

IBM

3D NAND
Toshiba

Wide Bus DRAM

Intel
CPU + memory

CMOS Sensor
OKI

PIN Detector Device
Raytheon/Ziptronix
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Most recent successful 3D project

3D MAssively Parallel processor with Stacked memory

From http://www.gtcad.gatech.edu/3d-maps/
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Next version (V2) is coming…
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The following slides are from:
http://web.eecs.umich.edu/~dfick/files/fick_isscc2012_slides.pdf
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